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Use of Multicoil Arrays for Separation of Signal
from Multiple Slices Simultaneously Excited
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Increased acquisition efficiency has been achieved by
exciting several slices simultaneously. The mixed data
were unfolded to produce separate slices using the spa-
tial encoding information inherent in a multicoil re-
ceiver system. Each coil yields a linear combination of
signals from all excited slices weighted by the sensitivity
of each coil. A matrix inversion provides a solution to
unfold these images. J. Magn. Reson. Imaging 2001;13:
313–317. © 2001 Wiley-Liss, Inc.

Index terms: fast-imaging; simultaneous excitation; multi-
slice; phased-array

OPTIMISING SPEED of image acquisition is an impor-
tant consideration in in vivo MRI, both to reduce patient
examination time and/or to increase temporal resolu-
tion in dynamic studies. Most fast acquisition schemes
[echoplanar imaging (EPI), fast spin echo (FSE), etc.]
have unique contrast properties different from the
slower standard sequences from which they evolved.
Traditional multislice MRI is reliant on radiofrequency
(RF) excitation of single slices that are then detected
with one or more receive coils. This can then be re-
peated or interleaved to acquire a block of slices. Here
we have simultaneously excited multiple slices and un-
tangled the resultant mixed images, using a multi-
detector array and receive system. Previous attempts to
make use of simultaneous multislice acquisitions have
relied on encoding unique phase information into each
slice position (1,2). This generally requires multiple ex-
citations to achieve slice differentiation.

An alternative approach is demonstrated here. Each
receive channel yields a linear combination of signals
from all excited slices modulated by the individual coil
sensitivities. The slice data can be untangled using
matrix algebra to solve a set of simultaneous complex
linear equations. This requires prior knowledge of the
spatially dependent coil sensitivity. Other related tech-

niques have been developed for reducing the number of
phase-encode steps in spin wrap imaging by using mul-
tiple coils (3–6). An allied approach has been developed
that uses the sensitivity profile of the array coils to
encode information in the Fourier domain. This tech-
nique is called simultaneous acquisition of spatial har-
monics (SMASH) (7) and is applicable when the spatial
distributions of coil sensitivities can be combined so as
to closely resemble a series of sinusoids. The SMASH
method operates in the Fourier domain and so is not
directly applicable to the case of direct simultaneous
excitation of distinct slices considered here.

THEORY

A multifrequency excitation (hence multislice in the
spatial domain) can be constructed in several ways.
Here we apply simple Fourier transform theory. We may
start with a single slice pulse that is a digitally sampled
RF profile with a frequency composition that reflects the
desired slice profile, for example, an apodized sinc pro-
file in the time domain, which transforms to a “box”
profile in the frequency domain. Sinusoidal modulation
of the pulse in the time domain produces a symmetric
frequency offset in the frequency domain, creating a
two-slice pulse. Repeating this with a higher frequency
component produces four slices. Any even number of
slices can be produced in this way provided the Nyquist
criterion is satisfied by the digital sampling rate. The
time domain form of a four-slice sinc pulse f (t) is:

f~t! 5 A
sin~at!cos~bt!cos~2bt!

at
, 2T/2 , t , T/2 (1)

where A is an amplitude scaling factor, a gives the slice
width and 2b the slice separation, and T is the length of
the pulse. An apodization term may be required to avoid
truncation artifact. Both 90° and 180° pulses can be
designed in this way so field echo, spin echo, inversion
recovery, and all other common acquisition techniques
can be used.

Data are collected from such multiexcitation se-
quences in the usual way, and the technique is inde-
pendent of the type of readout. The individual data
channels are reconstructed separately so that as many
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images as there are coils are produced. Each of these
images contains information from all slice positions.

The simultaneously excited slices can be separated
providing there is a minimum of the same number of
coils as slices and each coil has a different complex
sensitivity to any given slice. This sensitivity is spatially
dependent, and for n slices with m coils the total com-
plex signal acquired in coil i in a single pixel (Ci) is given
by the equation:

Si1x1 1 Si2x2 1 Si3x3 1 Sijxj. . . 1 Simxm 5 Ci (2)

where Sij is the complex sensitivity of coil i to slice j, and
xj is the spatially dependent complex signal from slice j.
Similar expressions for the other coils can be con-
structed leading to a set of equations expressed in ma-
trix form:
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and in shorthand notation:

@S# z @x# 5 @C# (4)

The solution for [x] is given by:

@x# 5 @S# 2 1 z @C# (5)

where [S] 2 1 is the inverse of the complex sensitivity
matrix [S]. Provided [S] is nonsingular, the set of com-
plex matrices [x] holds the MR signal at each pixel for
each slice.

MATERIALS AND METHODS

The simultaneous excitation method was implemented
on a 0.5-T Apollo scanner (Marconi Medical Systems,

Cleveland, OH) using a four-receive coil linear spine
array (Fig. 1a). The spacing of the excited slices was
commensurate with the coil spacing, but this is not a
methodologic requirement. The complex sensitivity ma-
trix was generated empirically from four reference ac-
quisitions. Each reference acquisition excited a single
transverse slice in a large uniform phantom, one at
each of the four positions at which the multislice exci-
tation operated. These data then contain the sensitivity
of each coil to a single slice at each position, and this
information provides the complex 4 3 4 array ([S] in Eq.
[4]) for each pixel within the area covered by the uni-
form phantom. These data need only be acquired once
for a fixed geometry of coils and slices. Figure 2 shows
the array sensitivity matrix [S] in Eq. [5]. It is not nec-
essary that the sensitivity matrix data and the image
data be acquired with the same sequence or the same
sequence parameters, as the sensitivity is only a func-
tion of the imaging coil and field used within a tolerance
defined by coil loading effects. The sensitivity data may
also be acquired during or after examination. They can
be used to update or provide verification of the initial
acquisition. For the coil in this study the sensitivity is
slowly varying function in space, and so some tolerance
to precise slice positioning is inherent; however, map-
ping the sensitivity profiles for each examination where
this technique is used is recommended. In the example
presented, the sensitivity matrix acquisitions had the
same sequence timing as the multislice acquisitions
but with standard RF pulses.

Full simultaneous four-slice data were acquired with
four cylindrical samples (length 9.0 cm and diameter
2.5 cm), one placed at each of the four slice positions.
(The slice positions calculated from Eq. [1] were verified
for the modified pulses prior to experiment, using a
pyramid-shaped slice locating phantom.) The slice po-
sitions were at the center of the coils shown in Fig. 1a.
They correspond to the peaks of the magnitude inten-
sity profiles shown in Fig. 1b. This presents the unfold-
ing algorithm with an intuitively optimal case where the
difference in the magnitude of the sensitivity of nearest
neighbor coils is maximum. A field echo sequence,

Figure 1. a: Schematic of the coil configuration showing the
four overlapping surface coils. The arrows indicate the X and Z
directions within the magnet. b: Magnitude sensitivity profiles
for the coils at their center line and slice locations (1, 2, 3, 4).
The coils are 120 3 120 mm2. The slices are 100 mm apart,
and their positions have been chosen such that the magni-
tudes of the sensitivities of nearest neighbor coils are approx-
imately equal. This was the configuration used for the in vivo
data; for the phantom data, the slice positions were moved 50
mm in the 2Z direction.

Figure 2. Image of the magnitude of the array sensitivity ma-
trix. For each pixel there is a 4 3 4 matrix of complex elements.
The data were obtained by imaging a large uniform phantom
and consist of 16 magnitude images, one from each coil at each
slice position.
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128 3 256 matrix, was used with a field of view of 26
cm, TR/TE 400/8.1 msec, 2 sample averages, and total
acquisition time 102 seconds. The slices were 100 mm
from center to center and 10 mm thick. In vivo data
were acquired from the leg of a consenting volunteer.
The slice positions were at the positions shown in Fig.
1b, corresponding to the crossing points of the magni-
tude intensity profiles. This presents the unfolding al-
gorithm with a more difficult case where the difference
in the magnitude of the sensitivity of nearest neighbor
coils is minimum. A spin-echo sequence, 128 3 256
matrix, was used with a field of view of 26 cm, TR/TE
400/8.1 msec, 2 sample averages, and total acquisition
time 102 seconds. The slices were 100 mm from center
to center and 10 mm thick.

The inverse complex sensitivity matrix for each pixel
was calculated using Gaussian elimination, which was
sufficient for this well-conditioned configuration in this
application. In more challenging geometries, it is pre-
dicted that better results could be obtained using meth-
ods such as singular value decomposition: nonsingular
values can be set to zero, for better conditioning of the
matrix inversion. All image manipulations were per-
formed using IDL (Research Systems, Boulder, CO)
running on a DEC Alpha workstation.

RESULTS

Uncorrected magnitude images of the test phantoms
from a four-slice simultaneously acquired data set can
be seen in Fig. 3a (coils 1–4). Pixel by pixel corrected
magnitude images are shown in Fig. 3b (slices 1–4). The
uncorrected images show the mixed data (the magni-
tude of array [C]), and the corrected images have appro-
priately redistributed data (magnitude of array [x]).
Both sets of images have been windowed and levelled in
the same way. Figure 4 shows a single line profile
through the magnitude image acquired by coil 4 (a,

before correction, and b, slice 4, after correction). Un-
corrected and corrected magnitude images of the leg
data can be seen in Fig. 5. The corrected images have
been thresholded on the determinant of the sensitivity
matrix to exclude the areas outside the uniform phan-
tom image used for the sensitivity matrix, where there is
no information on coil sensitivities. (The extent of the
phantom data can be seen from inspection of a single
element in Fig. 2. By the nature of this correction tech-
nique, an intensity normalization of the images occurs.
This is manifest in Fig. 5 as a surface coil sensitivity
compensation in the corrected image.

DISCUSSION

We have demonstrated a technique for resolving four
slice images with a four-coil array. For n coils the prin-
ciple holds for # n slices. A limitation is that each coil
must have sufficiently different complex sensitivity to
each slice for the matrix in Eq. [3] not to become ill
conditioned. The condition for failure is related to the
noise in the sensitivity matrix. Where the sensitivity to
2 pixels differs by less than the standard deviation of
the noise, they are indistinguishable. For the principle
to be generally useful, the whole volume of coil sensi-
tivity can be mapped. Once this is done, oblique slices
in any orientation that satisfies the above criteria can
be resolved, assuming the coil geometry is fixed. We
have found that this type of encoding can unfold slices
even in the coronal plane, provided they still lie within
the sensitivity of the coils.

This approach is limited, however, by effects of coil
loading, which may cause the spatial sensitivity to
differ for the acquisition of the sensitivity matrix and
the acquisition of the image data. At 0.5 T, where coils
in the array generally are lightly loaded by the pa-
tient, this problem is small. However, at higher fields
(8), an appropriate correction may be needed. An-

Figure 3. Images of four cylindrical phan-
toms that were placed with one centered at
each slice position in Z and offset in X. The
resultant magnitude images are shown be-
fore correction (a) and after correction (b).

Figure 4. a: A single line of data (read direction)
from coil 4, Fig. 4. b: The corresponding line from
slice 4 after correction. The x axis units are pixels.
The y axis is un-normalised arbitary intensity.
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other approach is to acquire sensitivity data with the
subject in situ (9). This can ensure correct spatial
registration of the sensitivity data and the image
data, although difficulties can be encountered at the
edges of anatomy if scan to scan motion of the subject
is gross or motion artifact corrupts sensitivity infor-
mation. Constant coil load conditions are satisfied in
this case, but extra acquisitions are required during
the patient examination.

By the nature of this correction technique an inten-
sity normalization of the images occurs. If a matrix is
multiplied by its inverse, the result is unity, because
the signal intensity in the images to be corrected is of
the same order as signal in the sensitivity matrix the
final image is normalized to around one. This can
clearly be seen in the corrected leg images shown in Fig.
5. The normalization manifests as a form of surface coil
correction in these images where areas close to the coil
have similar intensity (but greater signal-to-noise ratio
[SNR]) than areas far from the coil. Since the process
compensates solely for the sensitivity profile of the
coils, it preserves the intrinsic tissue contrast provided
by the imaging sequence.

Noise in such processing has two main detrimental
contributions. Noise is critically dependent on the
noise in the array sensitivity matrix [S]. The method
relies on the use of a sensitivity matrix that is inher-
ently noisy as it is obtained empirically. Any noise in
this matrix is ultimately folded into the corrected
data. The magnitude of this contribution depends on
the noise level in individual receivers and the magni-
tude of their contribution to the unfolding in a given
pixel. It is possible to eliminate the effects of this
noise by smoothing the sensitivity data, as it consists
primarily of slowly varying spatial frequencies (6).
Local surface fitting, theoretical modeling of the sen-
sitivity of such a coil, or a hybrid solution where
empirical data are fitted to a parameterized model
could also be useful approaches. There is then no
noise contribution from the sensitivity matrix, but
there is potential for systematic error resulting in
nonperfect unfolding (residual ghosting in the image).
The hybrid approach may hold the most promise, as it
allows corrections for coil loading to be made while a
statistically pure solution is maintained. The second
noise source is intrinsic to the inversion solution. A
given pixel is corrected by the addition or subtraction
of the signal in 3 other pixels, one in each of the other

slices. These terms are modulated by the sensitivity
information but nevertheless contain information
with finite SNR. The combination of these terms pro-
duces a net noise gain that is coil geometry depen-
dent.

Analysis of this noise is discussed in relation to
phase-encode reduction sensitivity encoding in the
literature (6). However, in the case of multislice en-
coding, there is no intrinsic reduction in SNR due to
reduced scan time. Nonuniform data (ie, anatomic
images) can be used to generate the sensitivity map
(6). This approach has involved the addition of a fur-
ther image acquisition stage using a coil with uniform
sensitivity over the whole field of view (ie, the body
coil on most MR instruments); here coil loading is-
sues are avoided, and the accuracy of the technique is
improved. However, additional processing of such im-
ages is required to remove this unwanted anatomic
content, and care must be taken to extrapolate sen-
sitivity information to a region outside the bounds of
the subject to tolerate patient movement throughout
the acquisition.

The principal application of the technique lies in
the factor of n saving in acquisition time for n slices.
Contrast-enhanced dynamic scanning, in which tem-
poral resolution is paramount, would benefit directly
from such an approach. We routinely use such array
coils for endocavity applications (10). Spine imaging,
for which coil arrays are routinely used, would benefit
from shorter total acquisition times. Single-voxel MR
spectroscopy may also benefit from these methods,
with the ability to collect from multiple sites simulta-
neously rather than using multiple TRs for voxel dif-
ferentiation. This allows for more data averaging and
so greater tolerance of subject motion. Another appli-
cation involves the elimination of foldover image con-
tamination due to field and/or gradient inhomogene-
ity (11). Foldover artifacts arise when the same
imaging frequency occurs both at a desired location
within a slice and at another location. This is analo-
gous to a two-slice excitation. The soluble degeneracy
of this technique does not need to be all in the same
direction. A combination of this multislice approach
and one of the reduced phase-encode techniques
SENSE (6) or SMASH (7) with an appropriate coil set
could increase efficiency further.

Figure 5. Images of a volunteer’s leg; un-
corrected coil images (top row) and cor-
rected slice images (bottom row). The area
to be corrected was selected by threshold-
ing on the magnitude of the determinant of
the sensitivity matrix shown in Fig. 2. These
corrected images are normalized, which is
manifest as a surface coil correction in
these data.
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